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To use this method, a good estimate of basal body temperature during a period when ovulation 
is definitely not occurring is needed. Suppose that for this purpose a woman measures her body 
temperature on awakening on the first 10 days after menstruation and obtains the following data: 
97.2”, 96X’, 91X, 97.4”, 97.3”, 97.0”, 97.1”, 97.3”, 97.2”, 97.3”. What is the best estimate 
of her underlying basal body temperature (/A)? How accurate is this estimate? 

The best estimate of her underlying body temperature during the nonovulation period (& is 
given by 

X = (97.2 + 96.8 + - * . + 97.3)/10 = 97.20” 

The standard error of this estimate is given by 

s/V% = 0.189/V% = 0.06” 

In our work on confidence intervals in Section 6.5.6 we will show that for many underlying 
distributions, we can be fairly certain that the true mean /.L is approximately within two standard 
errors of P. In this case, true mean basal body temperature (p) is within 97.20” & 2(0.06)” = 
(97. lo-97.3”). Thus, if the temperatnre is elevated by at least 0.5” above this range on a given 
day, then it might indicate that the woman was ovulating, and for contraceptive purposes, 
intercourse should not be attempted on that day. 888 

Central-Llmlt Theorem 

If the underlying distribution is normal, then it can be shown that the sample mean 
will itself be normally distributed with mean p and variance u2/n (see Section 5.6). 
In other words, F - N( I*, a2/n). If the underlying distribution is not normal, we would 
still like to make some statement about the sampling distribution of the sample mean 
This statement is given by the following theorem: 
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SOLUTION 

Central-Limit Theorem 
Let x,, , X, be a random sample from some population with mean F and variance u2. 
Then for large n, X Z N(w, a2/n) even if the underlymg distribution of individual observations 
in the population is not normal. (The symbol - is used to represent “approximately 
distributed.“) 

This theorem is very important because many of the distributions encountered in 
practice are not normal. In such cases the central-limit theorem can often be applied; 
this will allow us to perform statistical inference based on the approximate normal- 
ity of the sample mean, despite the nonnormality of the distribution of individual 
observations. 

Obstetrlcr The central-limit theorem is illustrated by plotting, in Figure 6.4(a), the sampling 
distribution of mean birthweights obtained by drawing 200 random samples of size 1 from the 
collection of birthweights in Table 6.2. Similar sampling distributions of sample means are 
plotted from samples of size 5, in Figure 6.4(b), and samples of size 10, in Figure 6.4(c). 
Notice that the distribution of individual birthweights (i.e., sample means from samples of 
size 1) is slightly skewed to the left. However, the distribution of sample means becomes 
increasingly closer to bell-shaped as the sample size increases to 5, in Figure 6.4(b), and 10, 
in Figure 6.4(c). 8mm 

Cardlovasoular Disease Serum triglycerides are an important risk factor for certain types 
of coronary disease. Their distribution tends to be positively skewed or skewed to the right, 
with a few people with very high values, as is shown in Figure 6.5. However, hypothesis tests 
can be performed based on mean serum triglycerides over moderate samples of people, since 
from the central-limit theorem the distribution of means will be approximately normal, even if 
the underlying distribution of individual measurements is not. To further ensure normality, the 
data can also be transformed onto a different scale. For example, if a log transformation is used, 
then the skewness of the distribution will be reduced and the central-limit theorem will be 
applicable for smaller sample sizes than if the data are kept in the original scale. We discuss 
data transformations in more detail in Chapter 11. n ma 

Obstetrlcs Compute the probability that the mean birthweight from a sample of 10 infants 
drawn from the Boston City Hospital population in Table 6.2 will fall between 98.0 and 126.0 
oz (i.e., 98 6 5 < 126) if the mean birthweight for the 1000 birthweights from the Boston City 
Hospital population is 112.0 oz with a standard deviation of 20.6 oz. 

The central-limit theorem is applied and it is assumed that 7 follows a normal distribution with 
mean w = 112.0 oz and standard deviation r/fi = 20.6/V% = 6.51 oz. It follows that 

Pr(98.0 s x < 126.0) = @ 98.0 - 112.0 
6.51 

centi< 
(100 = 1 

= Q(2.15) - q-2.15) 
= Q(2.15) - [l - @(2.15)] = 2@(2.15) - 1 

Refer to Table 3 in the Appendix and obtam 

Pr(98.0 s X -=c 126.0) = 2(.9842) - 1.0 = ,968 
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